OMUTPU EBOOKMMOB MAKCUM XEBHEPEB

Luntry 'K «Conap»
MOCKBA OcHoBaTtenb U TexHn4eckum PykoBoguTenb HanpasreHus
OVPEKTOP TexHonormn4yeckoro passutmna JSOC
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Omutpun EBAOKMMOB

Cneunanusauma —
6e30nacHOCTb KOHTEMHEPOB
n Kubernetes
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Makcum XXKeBHepeB

Cneunanunsaumna —
MOHUTOPUHT U
pearmpoBaHue Ha
NHUMOEHTbI



[lnaH goknaaa Sy

2025

01 BBeneHue

()% Ctapumn

a. NnaHnposaHune
b. lNogknoyeHne n HacTpomnka
c. MOHUTOpPUHT 1 paccriegoBaHne

d. PearnposaHune

03 BbiBoAbI




BBEOEHWE



PPT %8

2025

> moaw = L1,L2,L3
(PEOPLE) = BHyTpeHHWI unmn BHewwHnn SOC
o Mounck n obyyeHne nogen
= 3a pamKkaMy AaHHOrO BbICTYMNEHUS

PEOPLE
@ MPOLECCHI = PaccMOTpMM B paMKax JaHHOro
(PROCESS) BbICTYN/IEHUS
TECHNOLOGY PROCESSES
@ TEXHONOIM MU = PaccMOTpMM B paMKax JaHHOro
(TECHNOLOGY) BbICTYMNeHNs

It is critical to note that without perpetual education and training on use and integration of

these concepts, tools, and processes, adoption and application will not persist and may revert.




B yem ocobeHHocTn Kubernetes?

PaaS

= ELwe oanH ypoBeHb HaACTPOMKHK

o He oTmeHsieT paboThbl
Ha HuXenexawmx YpOBHSIX

= OdpemepHasa MHpacTpyKTypa

o MHamMn4yeckoe oKpyxeHune

o Manbln CpoK XNU3HU
KOHTENHepa

= Bbicokaga Harpyska

o bonbluoe KonnyecTBo
COOBbITUN N JAHHbIX

= BusHec cuctema
o Bce okpyXeHnst yHuKasbHbI

JeknapaTtnBHas cuctema

= Bce YAML

= MHOXeCcTBO ypOBHEN
abcTpakunm

CaMOperynMpyemaﬂ cucrtemMma

Self-healing, self-control,
Control loop, reconciliation loop

SOC
FORUM
2025

Platform as
a service (Paas)

Configuration

Applications

Containers
Operating Systems

Hardware




UTo Takoe «nogkntountb K SOC»?

N3yyaem apxutekTypy
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KTo oTBe4aeT 3a be3onacHocTb Kubernetes? B

2025

( NT ) ( NB (SOC) ) C NT

EHTP 3KCMepTm3bl
S K8s P BHewHun SOC

A A

C Benpgop C3U ) C Bengop C3U )

«Moyemy 3amTon k8s oomKHO 3aHMMAaThLCA Lenoe nogpasaenenune?y, Aptem Meped, (T-baHk), beKoH 2024



https://old.luntry.ru/wp-content/uploads/2024/06/1_merecz-pochemu-zashhitoj-k8s-dolzhno-zanimatsya-czeloe-podrazdelenie.pdf

Kak Kubernetes xxuBet B HppacTpyktype?

YACTD 1:

= [[ne HaxoasaTcs
krnacrtepa?

= Hackonbko 6onbLune
knacrtepa?

= Kak pasBepHyT
Kubernetes knactep?

= YT0O 3anyLieHo
B Knacrtepe?

= Y10 paboTaeT psgom
C Knactepom?

YACTD 2:

= KTo MoxeT paboTtaTb
C Knactepom?

= Kak cepBucbl 3anyckatoT
B Kractepe?

= Kakne cepBuCbl CMOTPAT
Hapyxy?

= Kakue cepBUCbl AOCTYMHbI
BHYTPU?

= HackornbKo knactep
npocMaTpmBaeMbIu
(visibility, observability)?

= Hackonbko knacrtep
YA3BUM?

SOC
FORUM
2025

Risk8s Business

Risk Analysis of Kubernetes clusters

&

On this page: A zero-to-hero guide for assessing the security risk of your Kubemetes
cluster and hardening it

Table of Content

= Introduction:

Risk8s Business



https://tldrsec.com/p/guides-kubernetes

Kakne akTMBHOCTU XOTUM OTCIEXNBaTb? FORUM

2025

1. Obwwme Bonpocskl \ 6azoBast «rurmneHa»
- KT0 paboTtaet c cuctemon, oTkyga MoryT nogknto4aTbCca?
- Kak yctpoeHa porneBasi Mmogesnb?

. F,u,e KPUTUYHbIE AaHHbIE N KTO MOXET NMETb K HNM ,D,OCTyI'I? «3JKCKYpCUA Mo maTpuLiam yrpos
ang kKoHtenHepoB U Kubernetesy,
Cepren Kannbop (Luntry), VK
Kubernetes Conf 2023

2. CueHapuun atak \ yrpossbl
- ObLiee onncaHme npouecca paboTbl B CUCTEME
- Kakue orpaHnyeHus B npoueccax ectb?
- Kakux nx MOXXHO N0 MHEHMIO Bnagenbua ooontn?

- MpoBoauTe pentest \ red team ana BoiABNeHnsa cnabbix MecT

«Kubernetes Audit Log B
apceHane SOC», AMntpun

3. Kak ycTpoeHbl OCHOBHbIE BU3Hec-npoLeceh SRR (ngtzri’)’ S0 Sl



https://materials.luntry.ru/f.php?h=0iC1Q30f&d=1
https://materials.luntry.ru/f.php?h=0iC1Q30f&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1
https://materials.luntry.ru/f.php?h=058-i3T7&d=1

Kakue gaHHble 1 OTKyda Mbl MOXEM MONYYNTL? 2

2025

01 02 03

EcTb N1 BHYTPEHHUN EcTb nu kakaa-nmbo EcTb nn «HaBecHbIe» \

ayauT nor? WHBEHTapU3auMoHHad BCTPOEHHbIE CpeacTBa
NHopmaums, Kak 3aWunTbI?

| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
Ans kakmx i MOXHO MCMOMb30BaTh? i
KOMMOHEHT? i i
| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |
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kubernetes-for-soc

Attack Vectors (AV)

1D Description

AVO1 Publicly exposed host with vulnerable non-K8s endpoint(s)/service(s)iport(s).
AV02|Compromised kubeconfig file

.‘\Voa'wnpromiwd K8s service account token with cluster details.
AVO4 Malicious container image in public registry.

|AV0S Publicly exposed vulnerable K8s workload: e.q. AGE

AVOB Malicious 3rd party dependency.

AVO7 kube-apiserver vulnerability.

AVOB kube-apl 's options

AVOS Kubr ap: 's auth d incorrectly.

AV10 eted's authentication configured incormectly.
|AV11|Compromised credentials of publicly exposed host.

AV12 Container runtime configured incorrectly.

AV13 Compromised OIDC token with cluster details.

AV14 Host with vulnerable non-K8s endpoint{s)/service(s)/portis).
[AV15 Legitimately obtained kubeconfig file.

AVI&‘Legmmalw oblained K8s service account token with cluster details.
|AV17 Malicious container image in private registry

AV18 Vulnerable K8s workload: e.g. RCE.

AV18 kubelet vulnerability.

AV20 kubelet's options configured incorrectly.

A\f2|-(mnpromused credentials of host.

AVEeregihmalaw «obtained OIDC token with cluster details.
AV'Ez:LegnlmalMy obtained credentials of host

Assumptions (AS)

1D Description
ASD1 Fault-tolerance and high availability are not in scope for this model
AS02 Two certificate authorities (CAs) are in scope for this model:

one for the cluster and one for eted

Within this model, the kube-proxy is running as a service in the host
AS03 . .

and using a config file.
ASO4 Container Runtime installation and related files are out of scope for

this medel.

‘Within this model, there are no business-type KBs workloads scheduled in
AS05
the master node.
‘Within this model, KBs ad include:
LimitRanger, PodSecurity{Policy), and ImagePolicyWebhook.
‘Within this model, K&s authorisation is limited to: RBAC, Node,
and Webhook.
Within this model, K&s encryption is implemented via
EncryptionConfiguration and applies for data at rest only.
Within this model, K8s MutatingAdmissionController enables:
disable service account token aulo-mount,
PodSecurityContextiContainerSecurityContext,
AppArmar,
container sandboxing,
and application logging consumption.

ASDE Quota,

ASO7

ASD8

AS09

Within this model, KBs authentication is limited to: client certificates,
service account tokens, and OIDG tokens.

AVO2, AVO3, AVOT, AVOS, AV0S, AV10, AV12, and AV13 are being taken
AS11 into account under the assumption that the hosts holding the cluster
control plane’s components are publicly exposing them.

AS10

] Description

C01  C-Harden-Component

Co2  C-Control-Traffic-Flow

C03  C-Harden-Canfig-Compl-Man / C-Mon-Orift

C04  G-Evt-Log-App / C-Evt-Log-Sec / G-Evt-Log-Sys

C05  C-Mon-File-Intagrity

C06  C-Mon-Log

C07  C-Mon-Health

C08  C-Vuln-Scan

C09  C-K8s-Harden-Compaonent
C-K8s-AdmissionControllers
C-KBs-AuditLogs
C-Kas-Authorisation
C-KBs-CNI-NetworkPolicies

FZinternet

- -
J12-ClusterNetwork

€02

2379-2380
HTTPS
] sz

P o = Em o o =

FZ-ciisterControlPlane

I 1oor 024 cos
TO25 CO9
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To27 | Cit
TO28 Ci2
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ﬁ | {nsu
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10249HTTR

TO41 apiserver

TO42 B3 — P
HTTPS
caot TLs1.2
co3

Cod
Co5.
Co6
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Public 3rd Party

Repository

Public Registry

Container

> Runtime
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https://github.com/abdullahgarcia/kubernetes-for-soc
https://github.com/abdullahgarcia/kubernetes-for-soc
https://github.com/abdullahgarcia/kubernetes-for-soc
https://github.com/abdullahgarcia/kubernetes-for-soc
https://github.com/abdullahgarcia/kubernetes-for-soc

UTo MOXXHO cobupaTb ¢ K8s okpyxeHum

CLOUD

= Jlorn obnayHoro npoBangepa

= Shapshots

CLUSTER

* HBeHTapusauus

= Kubernetes Audit Log
= CobbiTua ot Policy Engine

HOST

Jlorm OS

Jamn RAM namatb
Hamn ©C (amck)
Runtime cobbiTus

APTE®AKTDI

SOC
FORUM
2025

CODE

m [ S i, }

= [amn RAM namsatb
= [amn ®C
= Runtime cobbiTns




UTo MOXHO cobupaTtb ¢ K8s OKpyXeHWUI 20Rum

2025

= Jlorn obnayHoro npoBangepa
= Shapshots

CLUSTER

* HBeHTapusauus
= Kubernetes Audit Log

= Co6bITns ot Policy Engine CODE
= Jlorm OS = [amn RAM namsatb
= Namn RAM namaTtb = Namn ®C
= Namn ®C (auck) = Runtime cobbiTns

Runtime cobbiTng




[laHHble ¢ Kubernetes API
Server

[Nognucka Ha obHoBneHune /
nsmeHeHune k8s pecypcos

Hy>XHO ncnonb3oBaThb
Kyverno, OPA Gatekeeper,
VAP

[lonutrkn moryT paboTatb
B audit n enforce pexxnmax

N3yyaewm, kak n nobble
apyrue noru

Mo YMOJTHaHUKO BbIKITHOYEH

Hy>XHO 3apaHee KOPPEKTHO
HacTpouTb Audit Policy

N3yyaewm, Kak u nobble
apyrue noru



SOC

YpoBeHb Host 20U

YUNTBIBAEM CINEUNDOUNYHBIE

OVPEKTOPUN OT KUBERNETES

= Jlorm cuctemMHbIX KOMNOHEeHTOB Ha Master
n Worker Nodes (Kube-proxy, Kubelet,
etcd nt.4.)

 Tak kak Kubernetes — 9T0 dopenMBOpK,
PacrosioXXeHne 3TUX OUPEKTOPUIN MOXKET
BapbMpOBaTbLCS

= Container specific OS ynpowatot paboty

1 Mo>kHO BOOOLLE NUCKITHYNTbL MOAEernb
HapywmnTens Ha Node

LINUX XOCT @

- AKTyaJ'IbHO BCE, YTO aKTyalJibHO AJ14 BCEX

Linux

= OH MOXeT ObITb aBTOMAaTUYECKUN

nepesarpyxeH / oTkrnoyeH / 0OHOBNEH /
...CO BCceMu apTtedaktamun 1 criegamm

NNIOBAA UHTEPAKTUBHAA AKTUBHOCTb
HA XOCTE 3TO CTPAHHO!




YpoBeHb Container

Knaccuyeckum Linux Container

Linux process + cgroup + namespaces (pid, user,
uts, ipc, net, mnt, ...) + pivot_root + image

KoHTponb Runtime cobobiTun
dannosble, ceTeBble, NPOLECCHbIE COBbLITUS

Container Image

HeunsmeHdaeMbIn nakeT dpannos onepaunoHHOU
CUCTEMBbI, Kofa NPUNoXeHns 1 nodbIxX
3aBucumocTen npunoxenusa. OverlayFS.

KoHTponb 3anycka ToNbKO pa3pelleHHbIX images




Pecypchbl (>kenes3o)

3apaHee HYXXHO nNnaHupoBaTb

= Runtime ceHcopbl KyLLlaloT pecypchl
Ha Kaxaowu Hoae

= Kubernetes Audit Log ecT pecypchbl
Ha Master Nodes

NMpuBet HighLoad!

= CnNbHOE OTNNYME OT NONb30BaTESTbCKUX
paboumx cTaHumn

= [1naBatowas Harpyska

SOC
FORUM
2025

Kak B npouecce coopa, oopaboTku
UHdopmauumn, Tak U NP ee XpaHeHUun

= CPU

HukTo He xo4eT 3ameansiTb CBOU
MUKPOCEPBUCHI

HukTo HEe xo4eT oTAaaBaTb MHOIO
NPOLIECCOPHbIX A4ep Noa areHThl
Ha Nodes

= Memory

o AreHTbl reHepupyroT 60NbLLIOW
00bEeM AaHHbIX



Lncppel
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OAHHBIE MOT'YT CAJIbHO PASHUTBCA — 3TO BCE AJl1A OPUEHTUPA

CpenoHee KONnM4ecTBoO

CpeaHee KONM4ecTBoO

npaBun CoObLITUN
Runtime
(dbannosble, NPoLECCHbIE 50+ 500-120k EPS Ha Hooy
ceTeBble COBbITHA)
Ayout OS 70+ 20-500 EPS
10k-20k RPS
Kubernetes Audit Log 50+ (NMpuKnagHoun knacrep

512 Nodes)




0 pasgeny

J+ Kubernetes — gononHUTEnNbHbLIN J NMnaHnpoBaHne — BaXXHbLIN
crnown abcTpakuum, KOTopbin aTarn, KOTOpPbI COKOHOMUT
nobaBnseT ewe ONONHUTENbHbIX MHOIO CU 1 HEPBOB MpwU
TpeboBaHUM K MOHUTOPUHTY K TOMY OanbHeuLwen HacTponke
obbemy, 4TO yXKe Agenaetcs
(Mnu JOMKHbI genartb :))
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CTAOUNA
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Kak nponcxoguT npouecc NoagKniovYeHna?

NMouck HeobxoAUMBbIX COObLITUN

Ecnu B nore HeT coObITUN —
9TO HE O3HAa4aeT, YTo UX
Henb3s BOCNPOU3BECTH

Bbi6op TpaHcnopTa ana coopa

Bbibrpaem TOT, rae Ans Hy>KHbIX
cobbiTnn 6yaet 6onbLue
NHopmaLum

SOC
FORUM
2025

Pa3paboTka cueHapueB

TunoBble cueHapum MOHUTOPUHra +
cneundomka non GusHec-Kenc.

AHanNu3 NoNHOTbI COObLITUM

BaxxHO noHMMaTh,

4YTO B CODBITUSAX €CTb HYXXHbIV

Habop AaHHbIX

Pa3paboTka napcepoB

Ctapaemcs 3abupatb gaHHblE

B «rOTOBOM» dhopmare.



Kak npoucxoauT npoLecc NoaknoyeHns? PORUM

2025
NMonck Heob6xoaAUMbBIX COOLITUN Bbi6op TpaHcnopTa ana coopa Pa3paboTka cueHapueB
Ecnu B nore HeT cobbITUN — BbiOnpaem TOT, rae ansa Hy>KHbIX TunoBble cLeHapunm MOHUTOPUHra +
9TO HEe 03Ha4aeT, YTo UX cobbiTnn 6yaet 6onbLue cneundomka non GusHec-Kenc.
Helb3si BOCNPOU3BECTY NHopmaumm

4 — S — —0

*

AHanNn3 nonHoOTbl COOLITUN Pa3paboTka napcepoB
Ba)kHO noHMmaTh, Crapaemcs 3abvpaTtb AaHHble
YTO B CODBLITUAX €CTb HY>KHbI B «rOTOBOM» hopmare.

Habop AaHHbIX



Kakue Tvnbl coObITUI Kak NpaBuno nem?

01

MOo>XHO OpUEHTMPOBATLCH
Ha [OCT 59548-2022

02

[na pasnuyHbIX KaTeropmn
CUCTEM XapaKTepHbI
onpeaerieHHble TUnbl
CcoObITUN

SOC
FORUM
2025

03

BasoBbI MUHUMYM:
a. AyTeHTudukauma

b. YnpaBneHue
nonb3oBaTtenamm \
npuBUNErnsMm

c. BbinonHeHne komaHA

>

d. A3meHeHmne
KOH(pUrypaumm



SOC

[Tpumep: nonwem ayteHTUdnkauunto B Kubernetes? ey

@ B Audit Log HeT cobbITus
ayTeHTUdurKaunu.

@ “ronbin” Kubernetes - 06bI4HO He
NCMOSIb3YHT, COBLITUA MOXHO BpaTb 13
BHELLHNX CUCTEM

@ Kak npaBuno ayTeHTUmKkaums yepes
BHelwHne npoBangepbl (OpenlD Connect)

2025

keycloak_1 | 16:42:11,284 WARN [org.keycloak.events]
(default task-5)

type=LOGIN_ERROR,

realmld=prod,

clientld=kubernetes,
userld=3f29b1a2-4baf-4c6d-9e92-e3a4d3dd8f91,
ipAddress=10.32.15.7,
error=invalid_user_credentials,
auth_method=openid-connect,

auth_type=code,

redirect_uri=https://k8s-
api.example.com:6443/oauth2/idpresponse,

code id=8c31d28f-5521-4f4c-bf17-932d9a38e1a3,
username=devops-user,
authSessionParentld=7f1e7ebd-2fb8-4d94-b4a0-7494d1c24c0b,
authSessionTabld=Yt9QpZbP0sM
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Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

** NneanbHasa kapTMHa K KOTOPOW

Prevention Policies CTOUT CTPEMUTBLCS, YTOBbI
He MUMeTb criernbiX 30H

B MHQPACTPYKTYpE
K8s Audit Rules \ %

|mage Security Gates * * - TONbKO HaBeCHbIM crieunanmanpoBaHHbiM C3U
** - BCTPOEHHbIE 3TO seccomp, AppArmor, SeLinux

* *** - Validating Admission Policy ¢ 1.30 (stable)
— *F*E - HYXKHO YTO-TO, YTOObBI HaKNagbIBaTb NpaBuna

- HY>XHO YTO-TO, YTOObI cobupaTb cpaboTkm ¢ CNI

*kkkk




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

4 )

O6HapyXeHne aHOManum 3a cyeT
OTXOXOEHUSA OT Npoduns
HOpMarnbHOro NoBeaeHns
(whitelist)

K8s Audit Rules \_ %

Image Security Gates




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

/ OBHapyxeHne Nogo3puUTErbHOMN, \

HererMTMMHOW, Bpe4OHOCHOW

Prevention Policies aktmBHocTu (blacklist)

CoyeTaem c whitelist ons
NCKIoYeHnn n bonee cTpororo

k KOHTPONS /

K8s Audit Rules

Image Security Gates




[Tpumep: ObHapyxeHue no npasuny B Runtime PoRuM

2025

Mame: Launc Metwork Tool in (
Description:

Severity: critical

116eaeddde

Node: gimme
Namespace: lab-1
Pod: vulner

Container ID: |

Container Name: v e-app on

Process exepaths: /usr/lib/ java-21-amazon-corret
Susr/binScurl

Detect Info:
GID: O
PID: 57
PPID: 45719

Command: curl

Arguments: —c




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

Runtime Policies

T

K8s Audit Rules

Image Security Gates

2025

/

-

Cpabotkn SOAR, cbop 1 aHanus
apTedrakToB




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

4 )

AHanu3 cobbITUi, YTO yaanochb
npenoTBpaTUTb

K8s Audit Rules \_ %

Image Security Gates




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

4 )

AHanu3 cobbITUi, YTO yaanochb
OOHapyXUTb NN NPegoTBpaTUTb
npu onepaumax ¢ YAMLs

K8s Audit Rules \_ %

Image Security Gates
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Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes Sy

2025

Runtime Policies

4 )

O6HapyXeHne Nogo3puTenbHOMN,

HenernTMMHOW, Bpe4OHOCHOW
aktuBHocTu (blacklist) npwu
onepauunsax ¢ YAMLs

K8s Audit Rules \ %

Image Security Gates




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

4 )

AHanus cobbITUi, YTO yaanocb
OOHapYXUTb OTHOCUTESNBLHO
HegoCcTaTkoB 06pa3oB KOHTENHEPOB,
ansa oboraweHnsa apyrnx cpaboTok

K8s Audit Rules \_ %

Image Security Gates




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

4 )

ObHapyxeHne Nnogo3puTesibHON,
HenernTMMHOW, Bpe4OHOCHOW
aktnBHocTu (blacklist) Ha xocTe

K8s Audit Rules \_ %

Image Security Gates




Kak BbIrmaguT B LilefioM MOHUTOPUHI Kubernetes 2ORuM

2025

Runtime Policies

4 )

AHanus cobbITUi, YTO yaanochb
NpenoTBpaTUTbL HA CETEBOM
ypoBHe ¢ nomoLubio NetworkPolicy

K8s Audit Rules \_ %

Image Security Gates




Kakum obpazom MOXHO 3abupaTtb cobbiTna?

@ API C3U

Kak npaBuno gaet makcmmym nHdopmaumm
TpebyeTcsa paspaboTka ckpunta cbopa B 99%
cnyyaes

(>) BA3bI JAHHbIX

MakcnmanbHo «ygobHbI» cnocob cbopa noros —
paboTaeT «M3 KOPOOKN»

@ SAMNBISYSLOG

Kak npaBumno cnoHo Ans napcuHra
CaMblit «MPOCTOM» B MraHe HaCTPOWMKM, ECINN OH
ecTb.

SOC
FORUM
2025



[Tpnmep: 3abupaem gaHHble no Inventory

@ Bbirpyska n3 Kubernetes API Server

@ CKpunTbl 4NA BbIFPY3KN U aHanmsa
OaHHbIX

@ MoxHo otnpaBnaTts B SIEM
N aHanNn3npoBaTb Tam

SOC
FORUM
2025

solar_k8s_containers_import

cnlar
SOolal

amlar Qe made . » \rt
solar_k8s_pods_import

solar

wnlar Qe crihiante imnna
solar_Koes_subjecis_import

olar
..Ill_(‘




BbiBOAObLI MO pasgeny PoRuM

2025

BaxxHo cobupaTb

He TOMbKO COBbITUS, AomxkHa ObITb BaxHO ymeHTb

HO W PA3IMYHYIO nonHas cBs3b OT KOMOUHMPOBATL U

WHBEHTapV3aLMOHHYIO ' npouecca 4o ' CBSI3bIBATb MEXY/
MH(OpMaLMio BbICOKOYPHEBOIO cobo pasHble

YAML pecypca noaxoabl
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CTAOUNA
MOHNTOPWH
N PACCINTEOOBAHWA

_




SOC

Keunc 1: 3HaHMe NHdpacTpyKTypbl 23%um

2025

@ NMpo6nema: KoHTenHep moxeT

‘allow_privilege_escalation™: null,

Npu nepesanycke MeHATb agpecaumto. capabilities*: null
Kak NoHATb peTpoCneKkTMBHO OTKyAa o "'_-1?8-'-42 :
Oblfla akTUBHOCTbL? e istn be-proxy:v1.34.0°,

'pod_cni_ip
‘pod_name"
‘pod_namespace" ”
‘privileged": true,

@ PeLIJeHVIe MaI'II'IVIHF Llepe3 MHBeHTOpM \ ‘run_as_user”: null,
MOHVITOpI/IHF ‘-Iepe3 C3|/| 'ser ccount”: "kube-proxy”,

"xtables-loc
"lib-modul

]

|lib-module
ount”




Kenc 2: Compliance Check

SAOAYHA

[MTPOBEPKA KOHOUT'YPALINU
HA HAJIMHUNE HEBE3OIACHbIX

HACTPOEK.

SOC
FORUM
2025

BAPWAHTbBI PELUEHNA: @

= MoxHO oenatb Yepes cobbITus ayauta
(KTO-TO NOMeHsAN B nonumtuke X sHadvyeHune Y

Ha Hebe3onacHoe)
= MoXXHO aenaTtb Yepes BbIrpy3Ky

Ha NepuoanyecKkon OCHOBE NOMNUTUK
N aHanu3 no wabnoHam

= MOXHO CMOTpPETb MO ayanTy 1 No akTy
NCMNOSb30BaHUS



Kenc 3: JloBumMm HOBOE N HEN3BECTHOEe

Container

R/W layers

Upper layer

j\

R/O layers

Layer 1

Layer 2

Layer 3

YYaYa

Layer 4

N N N N

SOC
FORUM
2025

3anyck nboro GuHaps



Kenc 4: AnbTepHaTuBHbIE runtimes

apiVersion: node.k8s.io/vl
kind: RuntimeClass
metadata:

name: gvisor
handler: runsc

apiVersion: node.k8s.io/vl
kind: RuntimeClass
metadata:

name: wasmedge
handler: wasmedge

apiVersion: node.k8s.io/vl
kind: RuntimeClass
metadata:

name: Kuasar-—vmm
handler: kuasar—vmm

apiVersion: apps/vl
kind: Deployment
metadata:
lakbels:
app: gvisor-nginx
name: Jgvisor-nginx
spec:
replicas:
selector:
matchLabels:
app: dgvisor-nginx
template:
metadata:
labels:
app: gvisor-nginx
spec:
runtimeClassName: gvisor
topeologySpreadConstraints:
- maxSkew:
topolegyKey: kubernetes.io/hostname
whenUnsatisfiable: DoNotSchedule
labelSelector:
matchlLabels:
app: Jgvisor—-nginx
containers:
- name: nginx
image: nginx
imagePullPolicy: IfNotPresent
restartPelicy: Always




BeiBOoObI NO pasaeny

OuyeHb BaXxeH
KOHTEKCT, MOHUMaHue

OKPY)XeHUS, Hanu4me
ncTopumn Ans
PETPOCMNEKTUBHOIO
aHanuaa

OuyeHb 60onbLLON NOTOK
AaHHbIX, MEHAET Npasuna
Urpbl HA JeTeKTUPOBaHME
B runtime

SOC
FORUM
2025

BbirogHee ncnonb3oBaTb
KOHTEMHEPHYIO
cneunduky
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CTAOUNA
PEAIMPOBAHWA




Kak Ha4yaTb pearnpoBaTb B cMctemax?

AHann3 AoCTYNHbLIX AeNCTBUMN

Cbpoc ceccun \ cbop
aptedakToB \ 3aBepLUeHne
npoLeccos \ 6r1okMpoBkn Y3

AHanu3 cneuundcukm cuctemsbl

Kak npaBunbHO oTpearnpoBaThb,

He NoTepsiB NPU 3TOM
BO3MOXXHOCTb paccriefioBaHus

SOC
FORUM
2025

KOHTpOHb BbIMNOJIHEHUA

Ayant Ham TyT Toxe noneseH ©

AHanun3 BO3MOXXHOCTU UX
BbINOJTHEHUSA

Mo>kem nn 3anyckaTtb yaaneHHo

\ Kakum crnocodom?

Pa3paboTtka ckpunTtoB \ nyienoykoB
[Morpykaem B SIEM \ SOAR



Kak Ha4yaTb pearmpoBaTb B cuctemax? FOR

FORUM
2025

AHann3 AoCTYNHbLIX AeNCTBUMN AHanus cneunguKn cuctembl * KoHTponb BbINONMHEHUNA

v Kak npaBunbHO oTpearvposartb, AyauT Ham TyT Toxe nomneseH ©

Cbpoc Cecc”{" \ cbop He NoTepsiB NPK 3TOM

apTeaKToB \ 3aBepLIeHme BO3MOXHOCTb paccrefoBaHus

npoLeccos \ 6r1okMpoBkn Y3

4 \ 4 L O

AHanun3 BO3MOXXHOCTU UX *
BbINOJTHEHUSA

Mo>xem nn 3anyckaTtb yaaneHHo
\ Kakum crnocodom?

Pa3paboTtka ckpunTtoB \ nyienoykoB
[Morpykaem B SIEM \ SOAR



SOC

OCHOBHbIE 3M1EMEHTbI pearnpoBaHus 2oL

2025

XpaHunuie Deployment
Daemonset
StatefulSet

ReplicaSet

PearnposaHue 1 CronJob
Kubernetes

Job

Pod

Node
NetworkPolicy

Cucrewmbl Stop
yBE€OOMINEHNIA \Container Dump FS

Dump RAM




be3 naHunku! Eo T

2025

01 03 05

BoiBoaum Node 13 wenynuHra He 3aBepluaem, Ybexpaemcs,
= kubectl cordon He nepesanyckaem YTO Nnoder n ataku
= YT106bI HE 3aTepeTb Azl palajend) eirerlbe
apTedakTbl 1 criegb cepBUCblI HEBO3MOXHHbI
= AHanus3

O 4 SecurityContext

= AHanNM3 TexXHUK

N3onupyem Pod no cetu A P
= YT10ObI HE 3aHECTUN HNYETO JINLLIHErO - Deny all NetworkPolicy SecurityContext

02 He 3axogmm Ha Node unu container



SOC

Oamn ®C KoHTeuHepa 2oRun

2025

1. HeT cmbicna pamnatb Bcto PC uennkom
2. HwxkHne crnou MoryT o4eHb MHOIO BECUTb 3anuck BO3MOXHa

3. 3MOYyMbILLUSIEHHMK MOXET B3auMMO4encTBoBaThb

D( TONbLKO
TONbKO C upper layer Layer n-1 (UpperDir) Ha UpperDir

Layer n-2 (LowerDir)
OGpaTtnTte BHMMaHuMe:

= /proc/<pid>/root
= /proc/<pid>/mountinfo MergedDir
= overlayfs

= UpperDir

Layer 1 (LowerDir)

Ba3oBbIi obpas 4 Layer 0 (LowerDir) /



SOC

BbiBOObLI MO paspeny FORUM

Heobxogumo CoueTtanTte [ns acdbdekTnBHOM BaxkHo cobupaTtb

donkcmpoBaTb Kriaccuyeckmne dOpPEH3NKM apTedakTbl AN

WHUWOEHTbI B npueMbl OPEH3UKM B KOHTEMHEPHbIX paccnegoBaHus

KOHTEnHepax C XapaKTepHbIMU cpeaax HY>XXHO B KOHTENHEPHbIX

MaKcMmMarbHO Ansa KOHTEeMHepoB Ncnonb3oBaThb OKPY>XeHuns

BbLICTPO, NOKa OHU cneunduky

eLle CyLLeCTBYIOT KOHTENHEPOB






BbiBOObI 2ORuM

2025

01 02 03

Ha kaxgown ctagum SOC ponxeH cnonb3ysa yHuKanbHble,
€CTb CBOU NOABOAHbLbIE NOHUMAaTb CUNbHbIE CTOPOHDI
KaMHU N BaXXHO 3HATb KOHTENHEPHDI, KOHTENHEpU3aumm u

apyrme CMCtemsbl 3a NOCTPOEHUN
KOTOpPblE OTBEYAlOT 6e3onacHOCTU, MOXHO
CUJTIbHO CHU3UTb

O HUX U yYnTbIBaTb i Kubernetes kak un i Kubernetes npwu
i i Harpy3ky Ha SOC



-4 solar security -4 luntry official

AW solar security e luntrysolution

= info@rt-solar.ru B |untrysolution

= info@luntry.ru

Makcum >KeBHepeB OmnTpuin EBOOKMMOB,
PykoBoauTens rpynnbl passutns JSOC OcHoBaTernb & TeXHUYECKUI ONPEKTOP
& m.zhevnerev@rt-solar.ru & de@luntry.ru
-4 @mzhevnerev 4 Qu3b3c

CMNACUMBO 3A BHUMAHWE! 4 KBseourity


https://t.me/luntry_official
https://vk.com/luntrysolution
https://www.youtube.com/@luntrysolution
info@luntry.ru
mailto:de@luntry.ru
mailto:de@luntry.ru
mailto:de@luntry.ru
mailto:de@luntry.ru
t.me/Qu3b3c
t.me/k8security
mailto:m.zhevnerev@rt-solar.ru
mailto:m.zhevnerev@rt-solar.ru
mailto:m.zhevnerev@rt-solar.ru
t.me/mzhevnerev
t.me/mzhevnerev
https://t.me/solar_security
https://vk.com/solar_security
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