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whoami

• Cloud & Container Security

• Author CVE & BDU

• Bug Bounty hunter

• Editor @k8security

• Speaker at PHDays, OFZZONE 
and other IT & IS conferences
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Agenda

• Typical K8s pentest

• CVE and real cases

• Some conclusions
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DISCLAIMER
All events and cases in this talk are fictitious. Any resemblance to 

actual events, companies, or people is purely coincidental.



TYPICAL K8S PENTEST
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Intruder Models
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Intruder Models

External Compromised 
developer

Internal



External

See the Kubernetes Network outside 
the cluster

• Vulnerable K8s components

• Vulnerable applications

• Misconfigured Kubernetes components 
(API Server, Kubelet, etcd)

• Misconfigured Docker / Containerd / 
CRIO daemon

• Misconfigured dashboards (Weave 
Scope, Kubernetes Dashboard, Octant)
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Internal – in Pod

Inside the Pod

• Bad Pods

• Private keys, tokens & creds in ENV

• Other services, cluster components

• Service Account permissions
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Surround
reconnaissance

Service Account
privilege

Sensitive 
info in ENV

Container
breakout



Internal – on Node

Inside the Node

• Old dumps, sensitive logs

• Third-party instances

• Keys, SA tokens, configs, certs

• Kubernetes Privilege Escalation: 
Container Escape == Cluster 
Admin? 
(Yuval Avrahami & Shaul Ben 
Hai, Palo Alto Networks. 
BlackHat USA 2022)
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https://i.blackhat.com/USA-22/Thursday/US-22-Avrahami-Kubernetes-Privilege-Escalation-Container-Escape-Cluster-Admin.pdf
https://i.blackhat.com/USA-22/Thursday/US-22-Avrahami-Kubernetes-Privilege-Escalation-Container-Escape-Cluster-Admin.pdf
https://i.blackhat.com/USA-22/Thursday/US-22-Avrahami-Kubernetes-Privilege-Escalation-Container-Escape-Cluster-Admin.pdf
https://i.blackhat.com/USA-22/Thursday/US-22-Avrahami-Kubernetes-Privilege-Escalation-Container-Escape-Cluster-Admin.pdf


Compromised Developer

• Can push its own 
images in registry

• There is access 
to internal services
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How to deploy – Compromised Developer
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DevPlatform



Restrictions

• Policy Engine policies – sometimes hard, 
sometimes not so hard

• Network Policy

• SOC alerting

• ¯\_(ツ)_/¯
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My talks about K8s pentest
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OFFZONE 2023. 
Kubernetes Pentest All-in-One: The 
Ultimate Toolkit

Volga CTF 2022. 
Pentesting Kubernetes: 
From Zero to Hero

https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=1w_t6mOaOq4
https://www.youtube.com/watch?v=MwVXWU324XY
https://www.youtube.com/watch?v=MwVXWU324XY
https://www.youtube.com/watch?v=MwVXWU324XY


Microsoft Threat Matrix for Kubernetes
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Link

http://aka.ms/KubernetesThreatMatrix


Microsoft Threat Matrix for Kubernetes
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Link

https://materials.luntry.ru/f.php?h=0iC1Q30f&d=1
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CVE & REAL CASES
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kCTF and Kernel CTF

kCTF

Kernel CTF

https://google.github.io/kctf/
https://google.github.io/security-research/kernelctf/rules.html


Cloud Native/Container on Pwn2Own
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PWN2OWN VANCOUVER 2024: BRINGING CLOUD-
NATIVE/CONTAINER SECURITY TO PWN2OWN

https://www.zerodayinitiative.com/blog/2024/1/16/pwn2own-vancouver-2024-bring-cloud-nativecontainer-security-to-pwn2own
https://www.zerodayinitiative.com/blog/2024/1/16/pwn2own-vancouver-2024-bring-cloud-nativecontainer-security-to-pwn2own
https://www.zerodayinitiative.com/blog/2024/1/16/pwn2own-vancouver-2024-bring-cloud-nativecontainer-security-to-pwn2own


Zeroday Cloud
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First-of-its-kind Cloud Hacking Competition

https://www.zeroday.cloud/
https://www.zeroday.cloud/
https://www.zeroday.cloud/
https://www.zeroday.cloud/
https://www.zeroday.cloud/
https://www.zeroday.cloud/
https://www.zeroday.cloud/


CONTAINER RUNTIME
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Container runtime
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runc
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runc
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CASE 1
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CVE-2024-21626 – runc
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Vulnerability: runc process.cwd and leaked fds
container breakout (CVE-2024-21626)

• In early 2024, researchers at Snyk, Acmcoder, 
and SUSE discovered a number of critical 
vulnerabilities in runc

• One of the vectors allowed for a relatively 
simple container escape

• But how???

https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/
https://labs.snyk.io/resources/cve-2024-21626-runc-process-cwd-container-breakout/


CVE-2024-21626 – deep dive

1. File descriptor leak

2. Working dir (YAML) → /sys/fs/cgroup

3. Guess fd

4. Root in container == root on the host
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Kubernetes specific
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• Try to guess fd – change workingDir

• Maybe not vulnerable



Kernel-level limitations
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• Vulnerable version != 
successful pwn

• No info in CVE



CVE-2024-21626 – sploit
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apiVersion: v1
kind: Pod
metadata:

name: cve202421626
spec:

containers:
- name: ubuntu

image: ubuntu
workingDir: /proc/self/fd/8
command: ["sleep"]
args: ["infinity"] 



CVE-2024-21626 – exploitation
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cat ../../../../etc/passwd



CVE-2024-21626 – real case
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CVE-2024-21626 – cluster takeover
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But we use K8s…
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apiVersion: kyverno.io/v1
kind: ClusterPolicy
metadata:
name: disallow-workingdir

spec:
validationFailureAction: enforce
background: true
rules:
- name: disallow-workingdir
match:
resources:
kinds:
- Pod

validate:
message: ”Using /proc/self/fd in workindDir is not allowed"

        pattern:
spec:
containers:
- =(workingDir): “!/proc/self/fd*”



Easy bypass
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FROM ubuntu:latest

WORKDIR /proc/self/fd/8



CVE-2024-21626 – conclusions

• Pwned 8/10 clusters even in 2025

• You should scan the Dockerfile or YAML for detection

• Easy exploitation

• High impact, up to Cluster Takeover

• You can dig around in Node and find something interesting…

• Can be sploited in various ways:

• Via Dockerfile

• Via manifest, overriding workingDir
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CASE 2
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GPU workloads in Kubernetes
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NVIDIA Container Toolkit
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NVIDIA Container Toolkit
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NVIDIA GPU Operator
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CVE-2024-0132
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What is known

• A custom-built image is required

• After launching a container based on this 
image, the host filesystem will be mounted 
inside

• As result, we’ll gain access to the container 
runtime socket
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Summarize
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Ломаем ваши видеокарты: распаковка эксплойта 
для CVE-2024−0132 под NVIDIA Container Toolkit

https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132
https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132
https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132
https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132
https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132
https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132
https://luntry.ru/blog/lomaem-vashi-videokarty-raspakovka-eksplojta-dlya-cve-2024-0132


CVE-2024-0132 – real case
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CVE-2024-0132 – real case
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CVE-2024-0132 – real case
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CVE-2024-0132 – real case
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CVE-2024-0132 – real case
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CVE-2024-0132 – pwned
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• System dirs



CVE-2024-0132 – exploiting fixing version
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• It can fail even in patched versions if allow-cuda-compat-libs-from-container 
is forcibly enabled



CVE-2024-0132 – restrictions
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• There may be limitations if workloads 
are not run as root

• If a non-standard configuration is used 
(via CDI), this vulnerability won't affect 
you

• Depending on the base image, 
the libraries will be located in different 
directories



How to test GPU without GPU
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fake-nvidia

https://github.com/ssst0n3/fake-nvidia
https://github.com/ssst0n3/fake-nvidia
https://github.com/ssst0n3/fake-nvidia


CVE-2024-0132 – conclusions

• If you're looking at an ML cluster, 
it'll most likely pwned

• Permissions are required to use 
a custom image

• Detected at the Dockerfile level
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Continuing with the GPU
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Found within Pwn2Own
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CVE-2025-23266
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NVIDIAScape - Critical NVIDIA AI Vulnerability: A Three-Line 
Container Escape in NVIDIA Container Toolkit (CVE-2025-23266)

https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape
https://www.wiz.io/blog/nvidia-ai-vulnerability-cve-2025-23266-nvidiascape


CVE-2025-23266
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CVE-2025-23266

• Unlike other hooks, the createContainer hook inherits 
the container's env by default

• And runс as a privileged process on the host
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CVE-2025-23266 – sploit
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CVE-2025-23266 – sploit
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CVE-2025-23266 – sploit
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CVE-2025-23266 – sploit
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CVE-2025-23266 – pwned
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CVE-2025-23266 – nuances

• Vulnerable or not?...
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CVE-2025-23266 – conclusions

• If you're looking at an ML cluster, 
it'll most likely pwned

• Permissions are required to use 
a custom image

• May not work if the vulnerable enable-
cuda-compat hook is disabled

• Gives full root access to Node
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CASE 3
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Ingress NGINX
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Ingress NGINX
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Ingress NGINX – many CVEs
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Root cause

• Ingress YAML → 
/etc/nginx/nginx.conf

• Config file injection

• Exiting context and 
rewriting the config

• Pwned
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Nuances

• Secrets may not contain anything useful

• Ingress NGINX can be configured per 
namespace and have no impact
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Ingress Nightmare
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IngressNightmare: CVE-2025-1974 - 9.8 Critical Unauthenticated 
Remote Code Execution Vulnerabilities in Ingress NGINX

https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities
https://www.wiz.io/blog/ingress-nginx-kubernetes-vulnerabilities


From Configuration Injection to RCE
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Ingress Nightmare – restrictions

• Access to the internal Kubernetes 
network is required
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Ingress Nightmare – conclusions

• RCE is sufficient in any container

• After exploitation, we gain access to all secrets 
in the cluster

• Access to secrets can lead to a complete 
takeover of the cluster. Or, for example, 
full access to backups

• NGINX may crash, so always check before 
running the exploit
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CONCLUSIONS
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Total coverage
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Conclusions

• Kubernetes is a pie 

• Checks are often done blindly

• Fixed only with a patch

• Logical bugs

• This is usually very impactful
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THANKS FOR 
ATTENTION

luntry_official

luntrysolution

luntrysolution

luntry.ru

info@luntry.ru

sk@luntry.ru

@r0binak

Sergey Kanibor

https://t.me/luntry_official
https://vk.com/luntrysolution
https://www.youtube.com/@luntrysolution
https://luntry.ru/
info@luntry.ru
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